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Delivering best in class classification and analysis

s CIPHER T (@ PatentSight

Intelligent Patent Analytics

Platform

Business-focused analytics engine
designed specifically for patent data.
Highly processes and cleaned data
enabling quick routes to insights.

Powerful Al Technology
Classification

Industry leading technology classification
through Al. Simplifying and enabling
ongoing and high quality patent
technology searching
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Why patent classification?



Why PatentSight + Cipher?
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More complex & interconnected technology
More and more players are stepping out of their traditional
mark ets to leverage their technology in other domains, for
example digitation.

Growing number of patent filings

As emerging nations develop and more actively adopt a robust
patent system more patents are filed, like China. Even in more
developed nations filings increase year on year

Increasing demands from the business

The business is becoming more and more knowledgeable about
what insights can be derived from IP. Organizations like PDG
have also worked hard to develop this.

No significant growth in IP head count
IP team head count is not growing inline with these increased
demands and complexity

Need to do more with the same
IP teams need to be able to do more
and delivery high quality results with the
same or even fewer resources. IP tools
need to support teams to realize this.



Cipher Classification

Classifiers are supervised machine learning algorithms trained with positive and

negative patent examples that allow you to find all patents relating to specific

50m+ patents
globally
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Train Classifiers
using examples

technologies

Classifiers
remove noise

Classified into your
relevant technologies

TECH
A

TECH
B

TECH
C



Strategic Patent Intelligence

Benchmarking
Compare a patent portfolio to

other ow ners through a
technology lens

Q
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Due Diligence

Automate manual review s for
efficient execution of M&A
and licensing transactions
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Budget Management

Justify patent budgets to CFOs
and others to communicate the
impact of an investment

/
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Inbound Assertion

Be prepared with evidence
to create a fastand effective
threat assessment
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Portfolio Optimisation

Ensure the right
portfolio to meet strategic
patenting objectives

Monetisation

Identify opportunities to create
value through licensing or sale
of patent assets
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Competitive Intelligence Technology Trends

Understand w ho’s doing w hat

by automating patent to
technology mapping

R

Cross-licensing

Combine patent and revenue
data to determine rational
licensing outcomes

Understand, monitor and
reactto the latest
technology trends
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Risk Mitigation

Understand, quantify and
communicate patent
portfolio risk



Loyal customers in both Europe and US
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How do Cipher Classifiers work?



Building a Classifier

Review &
Refinement

V4

Training the Classifier with

1 examples
User provides positive and negative
families to start training the classifier

Classifier provides feedback
2 Each family receives a relevance ‘

score. E_ngine provides results and ——
suggestions —— — |@|
-l ==

Refining results .
. . Initial

3 User reviews and refines results and TS
feeds those into the classifier 11
training set
Iterations until good performance

4 User reviews and refines results and ;}
feeds those into the classifier i
training set Providing

@ LexisNexis Results & Feedback




Our Classifier Builder enables Cipher Certified

Smart Features:
Suggestions & Similar
Families analyse meta
data to suggest additional
patents that improve and
diversify the training set

Tools to test
performance and
coverage before itis
added to client’s taxonomy

(@) LexisNexis

CIPHER

o MV bl

—-a-..--.--.—mu—-—*—u-‘--

The by sl Srtorigy b0 o St bt of 10t e, 8 el et st Wt
e Rk P o gt S e W vty (e o] Tt 8 e
ey P b e g R e el (e AT e s b o @
g P e b Ve fasse | of SR S | e g of - gag v
P 1ohs T i e B et 0% o s AL e ey .
e 3 e 1t St e aae Ve o W e [ v

B e e e e S

- - w et e
BRI e \—ty 0 e
[ L T v x0

.
D e T

i e e T
e b o 5 ve e A Vam raptre 1N e o i W et
B L e R T
b g W 204 et i s % e yRare Cn o et e o g
e L e e T Y]
B e L L T e e Tt
B i e e L L ]
1 admed £ 4 W D St AT Sov fiae f P T2 e me

R T et e el o e
The riget v 4 s Surniie Bas (e rmibiy pamon Whem postned o § vaer )
o O Ve pn e by & e L o ot artnd Nanoning Wovaw s 4 b L o)

B ]

The oo o the ve— Sy 08 &1t S s T Y
Mt 40 1 b e 4 gt e et g e Mt
R LT e e R L
Mt G 4 8 by e Ly a8y Se VL g (et s
o (AN G ety (e e Pt pef e )
e s il R T
e L R Rl st TR
ISRl 402 CacT LN LITReIIS M D S L SULOASS LN A T

Text searching enables
user to find other
examples of patents to add
to the training set

Phrase highlighting and
classifier confidence
scores assist user
understanding of the ML
algorithm

Example patents can be
marked positive or
negative to train the ML
classifier
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Classifier scope notes

Human curated scope notes
support transparency and
control - guiding the human not
the machine
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Classifier training data - getting started

Building classifiers requires high quality training data - Boolean
search can deliver an effective starting point
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Developing the training data - Similar Families

Our advanced Similar Families algorithm supports exploration of both
general and specific areas
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Developing the training data - Suggestions

The Suggestions functionality is Cipher prompting the classifier
builder to provide the most useful information to the system
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Evaluation - testing and refining the Classifier

Cipher has many tools to assist with the Evaluation of a Classifier

4 CIPHER

Create evaluation report

CVALUATE
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This identifies Google and Amazon patents
responding to the draft classifier for evaluation
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Training data - a more transparent approach

+ive and —ive training sets can
be reviewed (and corrected) at

any time
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Taxonomies and classifiers

4 CIPHER

SELECT CLASSIFIERS TO APPLY m

Filter all
available

C|pher enables Set Of ClaSSIflerS SHOW ONLY SELECTED) [SELECT] [DESELECT
to be dellvered In StrUCtured FinTech classifiers Uncategorised
taxonomies

v [_] FinTech

Filter by keyword

[ voice Recognition - 3 Eval (©

v [C] Authentication and Authorization
Vv ] Biometric
[ Biometrics (broad) @
[ Facial Recognition (0
[_] Fingerprint Scanning (&

[_] Iris Recognition ()  Voice

ognition (also called voice authentication, voice identification, voice ID) is a

|_| Voice Recognition

type of authentication that .

voiceprint or voice profile biometrics and

on the unique vocal characteristics of individua

Not to be confused with Speech

> Non-Biometric Recognition (technology used in speech-to.

applications and virtual assistants)
> [ openBanking
O Trusted Execution Environment
(TeE) @
Verification and Know your
~ customer (KYC) (1)

O Banking Services and Products

Computing Infrastructure
] Customer Services

(] Payment Technologies
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Benefits of Classification

Classifiers are supervised machine learning algorithms trained with positive and
negative patent examples that allow you to find all patents relating to specific
technologies.

Trained by Human
Powered by ML

Humans provide context
and direction & ML connects
data points.
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Smart Features

Smart features help build
better training sets and
therefore create better

results

Transparency

Full transparency in results
allows the review of all
patents by relevance.

O
@O

Full Control

The Classifier Builder gives
full control over what is in-
and excluded.
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Testing the accuracy of machine learning (ML) algorithms

Cipher has tested its ML algorithms using test data generated independently by a third party, achieving 96% accuracy

Test methodology Test results
From 300 patents, Cipher’s algorithm achieved 96%
Cipher has testedits ML algorithm accuracy
by:
® Taking a test data set generated Predicted
independently by a third party gg'fositive_ts
(Patinformatics) 3 falss positives Test data shows that
" Cipher's classifiers were trained on a bredioted Cipher's ML reachesa
portion of the data redicte stabilised level ofaccuracy
Zoohiegat'vest. from a relatively small
® The accuracy was tested against the A fal gigggf}\/"éis amountof data
manually curated test set
Note: The test process is described in detail in Cipher’s paper -~ i
“Construction and evaluation of gold standards for patent r
classification”, published in World Patent Information. -

(@) LexisNexis 21




Cipher Classifiers - two options

Cipher

Classifiers
Built by Cipher

Client-defined Classifiers
built by the Cipher Team

(@) LexisNexis

Cipher
Certified

Classifier Builder Ul &
Training Program

Training program and support
to create inhouse Capabilities
for Classifier building
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How are Cipher Customers
using Cipher Classifiers?



The impact on our clients:
Top down success as a leader and bottom up success as a team

IP at the heart of the business

Top Down:

Cipher enables our clients to
enhance the productivity and
efficiency of their teams.
Classification automates recurring
tasks such as competitor
monitoring, so their time can be

used on high value tasks Bottom Up:

Portfolio analytics and robust data
give our clients a seat at the table and
an ability to justify their decisions,
budget requests and a means to
change the narrative around the
portfolio being a cost centre

Automation of processes

(@ LexisNexis LexisNexis Confidential
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“From cost cutting request to budget increase”

Challenge:

Our client was asked to O O

cut a portfolio by 10% to Insight: Results:

save on costs. There was Competitor benchmarking The GC changed tac and

little understanding as to and risk models in Cipher budgets were in fact

the business value the showed that making these increased as the process

portfolio provided. cuts would leave the had identified pre-existing
business open to mulit- gaps in the portfolio.
million dollar assertion
risks.
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“Four days per month saved by automation”

Challenge:
Our Client had a team
memberwho cumulatively
spent at least one day
week running competitor
searches, reading through
new publications and sorting
them.

f(i LexisNexis

Solution:

Cipher’s classifiers

were implemented and the
team memberinstead received
an instant, automated, weekly
digestof all new publications
within their own business area.

The team were able to review,
tag and commenton the
patents within Cipher

before then sharing notable
patents to R&D colleagues, all
seamlesslywithin Cipher.

Results:

That team memberwas then able
to use their time to deliver more
analytics to their business,
including competitor filing strategy
analytics and M&A scouting.
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What is the Journey?



Cipher + PatentSight integration plan

EX TN E T i@ Patentsight
) T Fye— Welcome to LexisNexis* PatentSight
; L] : o | Custom Anasiysis 4. Cipber Classifior
1 i ] . @ -
-' o Tt T4 =TT
o ®
Now Mid-term Long-term:

Leverage PatentSight's
powerful analytics using
Cipher ML classifiers

Cipher Certified available
using Cipher’'s Classifier
Builder
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Additional features and
integration — based on
customer feedback

Full integration

Your own custom technology
using Cipher industry leading
classification engine directly
into PatentSight
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Thank You

Will Mansfield

Head of Consulting and Customer Success
william.mansfield@lexisnexis.com

@ LexisMexis



	Slide 1: Cipher Classifiers – Your view of the technology space
	Slide 2: Presenters
	Slide 3: Contents
	Slide 4: Delivering best in class classification and analysis
	Slide 5: Why patent classification? 
	Slide 6: Why PatentSight + Cipher?
	Slide 7: Cipher Classification
	Slide 8: Strategic Patent Intelligence
	Slide 9: Loyal customers in both Europe and US 
	Slide 10: How do Cipher Classifiers work? 
	Slide 11: Building a Classifier
	Slide 12: Our Classifier Builder enables Cipher Certified
	Slide 13: Classifier scope notes
	Slide 14: Classifier training data - getting started
	Slide 15: Developing the training data - Similar Families
	Slide 16: Developing the training data - Suggestions
	Slide 17: Evaluation - testing and refining the Classifier
	Slide 18: Training data - a more transparent approach
	Slide 19: Taxonomies and classifiers
	Slide 20: Benefits of Classification
	Slide 21: Testing the accuracy of machine learning (ML) algorithms
	Slide 22: Cipher Classifiers - two options
	Slide 23: How are Cipher Customers using  Cipher Classifiers?
	Slide 24: The impact on our clients:  Top down success as a leader and bottom up success as a team
	Slide 25: “From cost cutting request to budget increase”
	Slide 26: “Four days per month saved by automation” 
	Slide 27: What is the Journey?
	Slide 28: Cipher + PatentSight integration plan
	Slide 29
	Slide 30

